
Abstract

An improved architecture for two-dimensional discrete wavelet transform (2D-DWT) to implement bi-orthogonal Cohen-
Daubechies-Feuvear (CDF) (2,2) wavelet with line-based method is proposed for FPGA implementation using lifting scheme.
The FPGA based hardware implementation profits especially from the high parallelism in the architecture and the moderate
number precision required to preserve the qualitative effects of the mathematical models. The proposed architecture is designed
to generate 4 sub bands coefficients concurrently per clock cycle that can perform a 1-level decomposition of a N x N image in
exactly N / 4 working clock cycles, without any line buffers at the column processor, thus reducing the time for line buffering but2

with an extra row processor and with 100% hardware utilization.
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I. INTRODUCTION

The Discrete Wavelet Transform (DWT) has gained
widespread acceptance in signal processing and image
compression. Because of their inherent multi-resolution
nature, DWT has been adopted in JPEG2000 [1] coding
stream which has given rise to various DWT algorithms and
their VLSI implementations to reduce complexity and
enhance performance.  In modern hardware design, it’s a 
fact that storage resource is more expensive than
computation resource. So the key problem in hardware
implementation is to achieve high performance while
maintaining low memory requirement. To exploit
parallelisms fully is a short cut to achieve high performance,
and to reuse data is the way to reduce memory
requirement.

Recent research on DWT has focused on a form of
lifting which shows excellent performance compared to the
conventional convolution method. Factoring discrete
wavelet transform into lifting steps can reduce the
computational complexity by 50% [2] and has advantages,
including integer to integer transform [3], symmetric
forward and inverse transforms[4]. Line-based architecture
for the direct two-dimensional discrete wavelet transform
(2D-DWT) is an efficient alternative tradeoff between the
speed and area [5],[6]. Field Programmable Gate Arrays
(FPGAs) find applications in many areas of digital signal
processing especially when high parallelism is offered by
architecture. In addition reconfigurability [7] of FPGAs
allows the implementation of more than one custom
application on a single FPGA.
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In this paper an improved architecture to implement bi-
orthogonal Cohen-Daubechies-Feuvear (CDF) (2,2)
wavelet on FPGA is proposed employing the parallel and
pipelined techniques. The proposed architecture can
perform a 1-level decomposition of an N x N image in

2
exactly N / 4 internal clock cycles, without any line buffers at
the column processor, thus reducing the time for line
buffering but at the cost of additional row processor.

The rest of the paper is organized as follows: In
Section 2, lifting scheme and factoring wavelets into lifting 
scheme and CDF (2,2) wavelet using lifting scheme are
briefly reviewed. The proposed architecture is presented in
detail in Section 3, then implementation in Section 4. Finally
conclusion in Section 5.

II. FACTORING WAVELETS INTO LIFTING SCHEME

A. Lifting Scheme

In 1994, Sweldens proposed a efficient way of
constructing the biorthogonal wavelet bases, which he
called the lifting scheme [8]. The basic structure of the lifting
scheme [9] is shown in Fig.1. The input signal S is first splitj,k

into an update function to even and odd samples. The detail
(i.e., high-frequency) coefficients d of the signal are then j-I,k

generated by subtracting the output of a prediction function
P of the odd samples from the even samples. The smooth 
coefficients (the low frequency components) are produced
by adding the odd samples to the output of an update
function U of the details. The computation of either the
detail or smooth coefficients is called a lifting step.



Fig.1. Lifting scheme

B. Factoring Wavelet filters Into Lifting Scheme

Daubenchies and Sweldens [2] showed that every FIR
wavelet or filter bank can be factored into a cascade of lifting
steps that is, as a finite product of upper and lower triangular
matrices and a diagonal normalization matrix. The high pass
filter g(z) and low pass filter h(z) can thus be rewritten as

(1)

(2)

where is the filter length. We can split the high pass and low
pass filters into even and odd parts:

(3)

(4)

The filters can also be expressed as a polyphase matrix
as follows:

(5)

Using the Eculidean algorithm which recursively finds the
greatest common divisors of the even and odd parts of the
original filters, the forward transform polyphase matrix P(z)

can be factored into lifting steps as follows:

(6)

where s(z) and t (z) are Laurent polynomial correspondingi i

to the update and predict steps, respectively, and K is a non
zero constant. The inverse DWT is described by the
following equation:

(7)

C. Chohen-Daubechies-Feauveau (CDF) (2,2) Wavelet
Using Lifting Scheme:

The analyzing filter pair for the CDF [10] with 2
vanishing moments for both primal lifting and dual wavelet
function is (up to a normalization factor of)

(8)

(9)

Following the above procedure in B we can factor the
analysis polyphase matrix of a CDF(2,2) wavelet

(10)

The lifting structure for the CDF (2,2) is shown in Fig.2.

Fig.2. Lifting structure for CDF (2,2) wavelet

III. PROPOSEDARCHITECTURE

An improved parallel architecture for implementing 2D-DWT
of CDF (2,2) compared to parallel architecture proposed in 
[11] is proposed in this paper. The CDF (2,2) is widely used
for image compression because of its good compression
characteristics. From Eq. (10) if we omit the normalization

factors and, it can be implemented by the following

algorithm:
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Splitting (11)

Dual Lifting (12)

Primal Lifting (13)

The proposed architecture as shown in Fig.3, is composed
of three row wise1-D DWT modules (R_WT1, R_WT2 and
R_WT3) and two column wise 1-D DWT modules (C_WT1
and C_WT2). In normal CDF (2,2) implementation, first all
the rows are processed then all the columns are processed.
So, for parallel processing column processor not only
requires present two processed row elements but also next
processed row which is clear from Eq.(12) and Eq.(13); in
order to supply future row processed elements for column
processor, extra row processor is used which not only
avoids extra line buffering at column processor but also

2
decomposes the image in exactly N / 4 cycles. Therefore,
nine input samples are required simultaneously in each
internal working clock cycle with four sub bands coefficients
generated synchronously. R_WT1 module requires even-
row-even-column, even-row-odd column, even-row-next
even column and R_WT2 module requires odd-row-even-
column, odd-row-odd column, odd-row- next even column
and R_WT3 requires next even-row-even-column, next
even-row-odd column, next even-row-next even column.
R_WT1, R_WT2 and R_WT3 row processors operates in
parallel and produces low frequency and high frequency
components simultaneously, then column processors
C_WT1 and C_WT2 takes low frequency components and
high frequency components from row processors
respectively and generates LL,LH,HL and HH components
in the same clock cycle. The architecture of row processors
can be designed by directly mapping the lifting factorization
of CDF (2,2) wavelet, which can also be extended to that of
column processor.

Fig.3. Proposed architecture
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IV. IMPLEMENTATION

Initially the proposed architecture is tested using
MATLAB software, the image format used here is Portable
Grey Map (PGM) format in which pixels are stored in
unsigned char type, providing a maximum of 256 gray scale
levels or 8-bit data per pixel. Original image
‘Barbara.pgm’(512 x512) and the image after level 1
decomposition is shown in Fig.4. Then for proposed
architecture code is written in VHDL for FPGA
implementation. Code is simulated in Modelsim,
synthesized in Xilinx ISE and burned on Spartan-3E [12]
FPGAkit. Simulations result is shown in Fig.5.

Fig.4. Barbara image and its image after level 1 
decomposition
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Fig.5. Simulation result for image for 8 x 8 FPGA
implementation

V.CONCLUSION

Proposed architecture is tested using MATLAB software
and implemented in FPGA using Xilinx ISE. Compared to
previous parallel architecture [11], proposed architecture
generates four sub band coefficients concurrently in every
clock cycle, therefore it can perform level 1 decomposition of

2
a N x N image in exactly N / 4 working clock cycles, without
any need of line buffers at the column processors but with
the cost of additional row processor, Hence it has better
performance in terms of throughput with reduced memory.
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