
I. INTRODUCTION

TCP (Transmission Control Protocol) (1) was
designed to provide reliable end-to-end delivery of data
over unreliable networks. In theory, TCP should be
independent of the technology of the underlying
infrastructure. In particular, TCP should not care whether
the Internet Protocol (IP) is running over wired or wireless
connections. In practice, it does not matter because most
TCP deployments have been carefully designed based on
assumptions that are specific to wired networks. Ignoring 
the properties of wireless transmission can lead to TCP
implementations with poor performance. In wireless and
Ad hoc networks, the principal problem of TCP lies in
performing congestion control in case of losses that are
not induced by network congestion. Since bit error rates
are very low in wired networks, nearly all TCP versions
nowadays assume that packets losses are due to
congestion. Consequently, when a packet is detected to
be lost, either by timeout or by multiple duplicated
acknowledgements (ACK), TCP slows down the sending
rate by adjusting its congestion window. Unfortunately,
wireless networks suffer from several types of losses that
are not related to congestion, making TCP not adapted to
this environment. Numerous enhancements and
optimizations have been proposed over the last few years
to improve TCP performance over wireless and Ad hoc
Networks. These improvements include infrastructure
based WLANs (2), (3), (4), (5), mobile cellular networking
environments (6), (7), and satellite networks (8), (9). It is
noted that the following TCP versions: Tahoe, Reno,
Newreno, and Vegas perform differently in Ad hoc
networks (10). However, all these versions suffer from the
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same problem of inability to distinguish between packet
losses due to congestion from losses due to the specific
features of Ad hoc networks. For a survey about TCP
versions (11) is referred. By examining the TCP's
performance studies over wireless andAd hoc network the
following major problems are identified: (i) TCP is unable
to distinguish between losses due to route failures and
network congestion. (ii) TCP suffers from frequent route
failures. (iii) the contention on the wireless channel. (iv)
TCP unfairness. Either cross layer proposals or layered
proposal can be used to improve the TCP's performance.
our work is based on layered proposal. Until now, the
fairness ratio issue of the flows emerging from same
sender and receiver is not explored. This motivated us to 
carry out research in this issue.

II. BACKGROUND

A. Fairness

When network resources are shared by multiple TCP
connections, there is a question of whether each
connection gets a fair share of the resources. Users
(Application programs) generally care about how much
bandwidth they get, so one definition of fairness would be
that each connection should get the same bandwidth.
Therefore to provide fairness, TCP's congestion control
algorithms must be altered such that it tends to give
roughly equal windows to competing connections. This
paper proposes a small modification to the way TCP
increases its congestion window to provide fair share of
available bandwidth and also to increase the performance
(# of packets transmitted per RTT). The work is carried out
for the TCP connections emerging from the same node.
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B. Additive Increase Multiplicative Decrease.

TCP's congestion control increases the window
additively (adding one packet at a time in the absence of
loss), and decreases it multiplicatively (cutting it in half
when a loss is detected).This means that if the resources
are allocated unfairly to start with, all connections increase
their allocation at the same rate, but a connection with a
larger share will decrease more quickly than one with a
smaller share. Therefore an additive increase
multiplicative decrease policy tends to make the allocation
which does not provide fair share. This issue is addressed
in this paper. With the growth of the web, more and more 
traffic takes the form of short-lived connections. Often the
entire amount of data to be sent fits on the network path
(the bandwidth-delay product), meaning it could be
transferred in one round-trip time. But the source has no
way of knowing the capacity of the network beforehand, so
to avoid congestion it gradually increases its window from
one packet over several round-trip times. This is a
frustrating under use of the network, and is a hard problem.
To overcome this drawback this new start technique is
used where the congestion window size is incremented.
Because of this, obviously the capacity of link will be
utilized to a maximum extend within small number of RTT.

III .AFSCOW

In traditional TCP congestion control, slow start
results in poor performance because TCP spends more
time in slow start. When time out occurs, the congestion
window is initialized to one segment and the congestion
threshold is set to half the present value. Each time anACK
is received, the congestion window is increased by one
segment until the congestion window reaches the
congestion threshold. This behavior is to slow, so that most
of the connection can not use the maximum speed.

In this paper, we assume that there are more than one
application which has the same sender and receiver end
systems. If time out occurs for one or more applications
then we are going to fix the congestion window size as the
congestion window size of an application which has the
small window size divided by number of applications for
which timeout had occurred instead of starting from one
segment. For example, consider two applications with
window size of 512 and 32, within the same sender If time
out occurs 32 is divided by 2 and window size of both
applications are set to 16. By using the above method the
number of segments transmitted in a particular number of
RTT can be increased.

A. Performance Metric

The jain's fairness index is used to find out the
fairness ratio. It is necessary that the available bandwidth

must be shared equally among the competing flows. To
verify the throughput fairness, the jain's fairness index can
be calculated as follows

To assign a fairness index to a set of throughput (x , x , x . .1 2 3

. . xn)

f(x , x , x . . . . x ) = [1]1 2 3 n

The value of the fairness index will lie in between 0 and 1,
where by the value 1 means that the measurement values
x . . . . x are absolute equal. If only k of the n flows receive1 n

equal throughput and the remaining n-k users receive zero
throughput, the fairness index is k/n.

B. Comparison of Existing and Proposed System

Based On Number of Rtt's

By assuming that the timeout occurs at Rtt7,
according to the existing method the congestion window
size is decreased to 1 and starts increasing from there as
shown above. Since the timeout occurrence is considered
for 2 application the window size for the two application
starts from 1. According to this scheme the total number of
segments transmitted for 7 Rtt's is equal to 1022

Total number of RTT=15

Application 1starts Timeout  Occurred
                                               (assumption)

↓ ↓
                                                      {Rtt 8}
1     2    4  16   32    64    128    256   512

1      2     4       8        16      32

↑

Application 2 starts

Existing System

Ap1- 1    2    4    8    16    32    64    128

Ap2- 1    2    4    8    16    32    64    128

Total no of segments transmitted= 510

Table1. Fairness index of Existing system
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Proposed System

Ap1 8 16 32 64 128 256

512 1024

AP2 8 16 32 64 128 256

512 1024

Total no of segments transmitted = 3056.

Table 2. Fairness index of Existing system

After the occurrence of the timeout, instead of starting the
congestion window size from 1, the congestion window
size is started from average window size of the application
which is having the lower window size. Here Average
window size represents congestion window size of an
application which has the small window size divided by
number of applications running in the sender. The time out

th
occurs at 7 Rtt, during this stage window size of
application 1 and 2 are 256 and 16 respectively. Out of
these two window sizes 16 is the least window size, 16/2 =
8 can be used as the window sizes of the two applications
to start the transmission after timeout as shown.According
to this scheme the total number of segments transmitted
for 7 Rtt's is equal to 3056. Table 1 and 2 shows the
fairness index of existing system and proposed system.
Number of transmitted segments in existing system for
application program 1 is 2.65 times greater than that of
proposed system. But in case of proposed system it is only
1.23 times greater. The fairness index in existing system is
08301 as compared to the proposed system for which the
fairness index is 0.9896. From this it is clear that fairness 
index of proposed system is higher than that of existing
system.

C. Comparison of Existing and Proposed System Based
on Occurrence of Timeout on Exceeding the Maximum
Load ( 512 Segments)

Here it is assumed that the link connected to the
sender can carry only 512 segments, if the segments is
increased beyond this limit then timeout occurs. That is the
maximum load are capacity is assumed to be 512
segments. During Rtt 8 since the total number segments
transmitted are 512+32= 544, which is greater than 512,
timeout occurs according to the assumption.

Application 1starts Timeout occurred
                                                   (assumption)

↓ ↓
                                                     {Rtt 8}
1   2    4    16    32    64    128    256   512
                  1      2     4       8        16      32

↑
Application 2 starts

Existing System

AP1 1    2    4    8    16    32    64    128
256

AP2 1    2    4   8    16    32     64    128
256

Total no of segments transmitted = 510.

Table 3. Fairness index of Existing system

After the occurrence of time out the congestion window
size of existing scheme is increased as usual staring from
1. When the total CWS is 512 the timeout occurs. This is
shown in bolded numbers.

Proposed System

AP1   16    32    64    128 256    64
          128 256   128
AP2   16    32    64    128 256    64
         128 256   128
Total no of segments transmitted= 1120

Table 4. Fairness index of Existing system

The congestion window size of the proposed scheme is
shown above. The representation of Cws in bolded letter
shows the occurrence of timeout. The timeout occurs there
because according to the assumption maximum capacity 
is only 512 segments. From the comparison it is clearly
revealed that the total number of segments transmitted in
proposed scheme is far better than that of the existing
scheme. This increases the performance of TCP. Table 3
and 4 shows the fairness index of existing system and
proposed system. Number of transmitted segments in
existing system for application program 1 is 1.87 times
greater than that of proposed system. But in case of
proposed system it is only 1.70 times greater. The fairness
index in existing system is 0.9157 as compared to the

Application
program

No. of  transmitted
segments

Fairness
index

1 2543

2 2071

0.9896

Application
program

No. of  transmitted
segments

Fairness
index

1 1014

2 542

0.9157

Application
program

No. of  transmitted
segments

Fairness
index

1 1142

2 670

0.9365
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proposed system for which the fairness index is 0.9365.
From this it is clear that fairness index of proposed system
is higher than that of existing system.

IV. Simulation and Results

The proposed technique is implemented in ns2 Simulator.
Performance of the TCP is compared with the proposed
technique and existing scheme. Number of node is taken as
30. The TCP statistics for a simulation run of 100 seconds
time period, number of nodes 30, Node placement –
Uniform, Mobility Random way point. Free space
propagation is used Source and destination pair is
considered as node 5 and node 25 respectively. Channel
capacity is chosen as 2 Mbit/sec. Dynamic source routing
and IEEE 802.11a is used as the routing and MAC protocol.
FTP is used as the application layer protocol. Packet size of
512, 1024, 2048 bytes are used. Simulation is conducted for
100 seconds. 10 simulation runs are made and the average
value is taken as the data point for result. The comparison
between the existing and proposed technique is shown in
thepiechart inFig. 1and2.

Fig. 1. Link Utilization Chart

Fig. 2. Comparison of Fairness Index.

Link utilization = offered load/ maximum capacity. Link
utilization is computed for packet size of 512, 1024, and
2048 bytes. If the link utilization is 1 then, the capacity of
the link is used efficiently to 100 percentage. In the link
utilization chart it can be seen that the link utilization of
proposed system is greater than that of proposed system.
Fairness index comparison chart reveals that the fairness
ratio of proposed system is greater than that of existing
system. Therefore the simulation result shows the same
result with that of the numerical example discussed in
section 3.

V. Smart Start (SS)

The slow start and congestion avoidance algorithms
must be used by a TCP sender to control the amount of
outstanding data being injected into the network. To
implement these algorithms, two variables are added to
the TCP per-connection state. The congestion window
(cwnd) is a sender-side limit on the amount of data the
sender can transmit into the network before receiving an
acknowledgment (ACK), while the receiver's advertised
window (rwnd) is a receiver-side limit on the amount of
outstanding data. The minimum of cwnd and rwnd
governs data transmission. In slow start after, the first
successful transmission and acknowledgement of a TCP
segment increases the window to two segments. After
successful transmission of these two segments and
acknowledgements completes, the window is increased to
four segments. Then eight segments, then sixteen
segments and so on, doubling from there on out up to the
maximum window size advertised by the receiver or until
congestion finally does occur. In slow start even though,
the window size is increased faster the connection takes
much long time to reach the maximum utilization of
bandwidth available in the link. To overcome this, a
procedure such as increasing the window size either in the
multiples of 3 or 4 is proposed rather than increasing the
window size in multiples of 2 for each acknowledgement.

A. Assumptions

RTT=500 unit, Acknowledgement is received for each
RTT, Bandwidth used is calculated by Used bandwidth =
Sender Window size (SWS) * 3. The units of all the
parameter are treated as general (it may be ms for RTT, #
of bytes for Sender Window size, Kbps/Mbps for Used
Bandwidth)

In the table 5 sender window size is increased by 2 for each
RTT ie) Sender Window Size = Previous Sender Window
Size *2. if the unit of RTT is considered as ms, then from
the table it can be proved that that it takes 8 seconds till the
TCP flow reaches 100MB/s at a RTT of 500ms.

Link Utilisation Chart
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Table 5. SWS in Multiples of 2

Table 6. SWS in Multiples of 3

In the table 3 sender window size is increased by 3 for each
RTT ie) Sender Window Size = Previous Sender Window
Size *3. If the unit of RTT is considered as ms, then from
the table it can be proved that that it takes 5 seconds till the
TCP flow reaches 100MB/s at a RTT of 500ms.In the table
7 sender window size is increased by 4 for each RTT ie)
Sender Window Size = Previous Sender Window Size *4.
If the unit of RTT is considered as ms, then from the table it
can be proved that that it takes 4 seconds till the TCP flow
reaches 100MB/s at a RTT of 500ms.

Table 7. SWS in Multiples of 4

Table 8.  Comparison of Time Vs SWS of 2,3,4.

SWS^ represents the magnitude at which the sender
window size is increased.

Time * represents the maximum time taken by the
connection to attain 100Mbps

By examining the data's given in table 8, it can be
understood that, if the sender window size is increased in
multiples of 3 0r 4 then the connection can attain the
maximum link utilization in 3 or 4 times faster than that of 
the existing system.

VI. Conclusion

In this paper, we have presented a new technique called
Adaptive Fair Share of Congestion window size
(AFSCOW) for TCP to speed up short transfers such as
web page downloads. Another technique called Smart
Start (SS) technique is used to speed up the sending rate
of the sender TCP to optimally use the available capacity 
of the link. These techniques enable the TCP connection to
reduce the overhead of slow start by increasing the
congestion window size fastly. It allows to increase the use
of capacity in network to a optimum level. The key results
are: Large improvements in the utilization of network
bandwidth, improvement of TCP performance (Number of
transmitted segments divided by RTT), Fair sharing of
bandwidth related to the application which belongs to the 
same sender and receiver, before the references.

SI.No. Time
(RTT)

Sender Window
Size

Used
Bandwidth

1 0 1 3

2 500 2 6

3 1000 4 12

4 1500 8 24

5 2000 16 48

6 2500 32 96

7 3000 64 192

8 3500 128 384

9 4000 256 768

10 4500 512 1536

11 5000 1024 3072

12 5500 2048 6144

13 6000 4096 12288

14 6500 8192 24576

15 7000 16384 49152

16 7500 32768 98304

17 8000 65536 196608

SI.No. Time
(RTT)

Sender Window
Size

Used
Bandwidth

1 0 1 3

2 500 3 9

3 1000 9 27

4 1500 27 81

5 2000 81 243

6 2500 243 729

7 3000 729 2187

8 3500 2187 6561

9 4000 6561 19683

10 4500 19683 59049

11 5000 59049 177147

SI.No. Time
(RTT)

Sender Window
Size

Used
Bandwidth

1 0 1 3

2 500 4 12

3 1000 16 48

4 1500 64 192

5 2000 256 768

6 2500 1024 3072

7 3000 4096 12288

8 3500 16384 49152

9 4000 65536 196608

SI.No SWS ^ Time *

1 2 8

2 3 5

3 4 4
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