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Abstract— 

Cloud Computing is ubiquitous computing, in which we can be able to access the computing resources, shared 
storage, network by on demand.Cloud computing has a part on virtualization technology, in which it provides the 
end user with server consolidation. The advantage of using Cloud is, it requires less hardware requirement and 
gives us greater flexibility. When the services are executing by on demand using the Cloud resources, here comes 
the resource inadequate for the user, and for this solution the providers make use of the Cloud Capacity 
planning.vCloud Capacity planner is an automated performance analytics for provisioning objects in dynamic 
Virtual and Cloud environments. In vCloud Capacity planner we had analysed with VMware vSphere (provides 
virtual infrastructure) environment with  real-time data. 

I. INTRODUCTION 

Capacity planning and management is an vital 
source for an organization to provide a consistent 
resources like compute, storage, network and etc., 
available for the enterprise, all time by saving the cost of 
organization. This paper will experimentally explains how 
the cloud and virtual infrastructure resources have been 
functionally take cares by the cloud capacity planner in 
VMware cloud technology. In general the cloud 
administrator, who is responsible for the organization’s 
capacity planning has to quote for future plan to execute 
the changes in capacity and purchase of hardware and 
virtual resources needed for the particular datacenter 
usage in proper time, before the consumption of resource 
arises.Herecomes the need for capacity planner for cloud 
models to provide the efficient planning for resource 
utilization and cost effective. Capacity Planner in vCloud 
alerts us, if we are running the low infrastructure 
virtualization resources like memory,CPU, storage 
capacity and storage throughput levels in virtual 
machines, datastore, hosts, multiple datacenters, clusters 
etc..,vCloud Capacity planner has been classified into 
[1]Analyzing, [2]Optimizing, [3]Forecasting.Using this 
property the vCloud capacity planner provides graphical 
representation for the events happening in the virtual 
infrastructure as risk, time. Capacity, stress, waste, 
efficiency, and density level. 

II. RELATED WORK 

The increased utility of the resource and extensibility 
of modern computing server or system technology made 

the far difficult in measuring the utilization of resources in 
virtual and cloud environment. The Cost of SLA and 
resource functionality discussed in [4],[11] y.Zihng 
derived the formulation for analyzing consumption of 
resource utilization and wastage of resource during new 
server provisioning. Cost Optimization and efficient usage 
of the resource were discussed in [10],[13].Two Phase 
service algorithm were also proposed  in the above 
mentioned paper, for the resource monitoring and 
efficient usage of the provisioning resources. The 
contemption of resource in the particular dataceter leads 
to delay in provisioning Virtual Machine, thus handling 
such incoming demands from the cloud user supports to 
the capacity planning request fulfillment has discussed in 
[8],[7],[12]. 

Fig 1. Using Normal Distribution 

The Prediction approach for provisioning and de-
provisioning resource to the virtual machine in the 
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[12],[17] still delimits the risk facts of the virtual machine. 
The instant provisioning of virtual machine in the [12] 
relates the SLA for over provisioning and under 
provisioning of the virtual and cloud providers leads to 
pay penalty forviolating the SLA’s. Admission control 
explained in the [15],[8] thus controls the provisioning of 
resources according to the acceptance or rejection of on 
demand requests from user. Data Filtering and 
aggregation uses the data preprocessing algorithm which 
predicts evaluates the irregularity of virtual machine 
fuctions due to the over-provisioning[6],[10]. 

III. PROPOSED WORK 

All related approached work gives the traditional way 
for enterprise capacity planner, rather than giving 
modernized planning [12].The business need have to 
move at the speed by rapid provisioning of infrastructure 
service and must scale up the IT Operations by providing 
the on demand user to access scaled capacity on 
demand. vCloud capacity planner in the proposed model 
delivers analyzed, planned and forecasted reports as well 
as the operation to do for extending the efficiency of 
particular environment. And the most important feature of 
vCloud capacity planner has alerts, different types of 
badges, stress, workload anomalies , efficiency for 
different resource consumptions of the datacenter 
objects. The algorithm described in [12] uses normal 
distribution to display the statistics of data segment in 
virtual and cloud infrastructure. Thus Dynamic Threshold  
algorithm provide the root cause for causing 
abnormalities of data splitting. Average shifting algorithm 
ASH used in[16],model describes the traditional analysis 
for data segmentation in the environment. 

Dynamic Threshold 

vCloud Capacity planner defines the dynamic 
threshold for every data collection based upon the 
statistics defined by the historical representation. 
Dynamic threshold tracks the normal and abnormal 
values and sets a time interval, which uses a analytic 
algorithm. Dynamic threshold algorithm used to detect 
linear behaviourpattern ,different metrics that have 
discrete set of values not a range of values, cyclical 
behavior patterns, multi-model. Dynamic threshold 
algorithm does not work with time series or frequently 
measured values as the traditional, but works with sparse 
data. The Graph below shows the approach for detecting 
cyclical behavior patterns, metrics graphs 

Fig 2. Using Dynamic Threshold 

System Architecture 

The System Architecture of vCloud capacity planner 
is composed of Cluster node, in which it contains the 
vAPP (Collection of virtual machine bundled together), 
Data store and network in which it points to give the 
stastical report of VM running on particular datacenter. 

Fig.3 System Architecture 

The architecture cluster consist of UI VM and 
Analytic VM. Using the UI VM we can access the results 
of analytics in the form of badges, and health status and 
Analytic VM is used to collect data from particular 
virtualized or cloud environment, and store the raw data’s 
in scalable File system database. The analytic VM has 
the capacity and performance analytics, capacity 
collector, and also uses the PostgreSQL database. The 
main functionality of vCloud capacity planner is explained 
briefly below. 

Attributes and Metrics - vCloud Capacity planner 
collects the data of CPU, memory, storage, and hard disk 
etc.., The type of data that collects from each object is 
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called attribute. And each piaece of data that the vCloud 
manager collects is called metrics. 

Hard Threshold - Unlike a Dynamic threshold we 
could not set a floating value for metric, hard threshold 
uses a fixed value to define the normal behavior for an 
objects. 

Key performance indicators - vCloud Capacity 
planner defines the attribute which are performing as a 
critical object collectively called as key Performance 
Indicators (KPI) 

Alerts and Faults -vCloud capacity Manager 
generates the alarm when data analysis deviates from 
the normal metric values. Capacity management can be 
divided into Analyzing, which focuses immediate or long 
term capacity issues, Optimizing which focuses the 
virtual machine to consume more resource utilization and 
minimize the unwanted wastage resources, Forecasting 
is traditional capacity planner which predicts forecoming 
capacity issues in datacenter. 

IV. EXPERIMENTAL RESULT 

vCloud Capacity planner monitors the resource 
utilization using the analytic engine described in system 
architecture and store in file system database in which 
the real-time experimental dashboard of the dynamic 
threshold algorithm will looks as follows,in fig 5.shows the 
dashboard in which it contains the reports, planning, 
operations, alerts, analysis, environment and alerts. 

In the object panel it shows the datastores, hosts, 
virtual machine, vApps, and cluster health status in the 
given VMware vSphere environment. The Dashboard 
triggers the alarm notification for the user if the resource 
gets consumed to least level using badges, it also has the 
badges for health, risk, and efficiencyand also using the 
dynamic  threshold algorithm it predicts the forecasting 
utilization of resource as graphical representation with 
bell-shape time algorithm for dynamic abnormal metrics, 
as shown in below figure 

Benefits of Capacity Planner 

vCloud capacity planner delivers the increased 
productivity of server consolidation and reduced 
complexity through IT standardization and improved 
predictability with capacity utilization trends and 
virtualiztion. 

Fig 4. Real time Metrics 

V. CONCLUSION AND FUTURE WORK 

The vCloud Analytics for Capacity Planner product 
could be leveraged to offer high values assessment 
services for the data centers.  The data centers like 
Consolidation estimates which are optimized for 
conducting estimates for the set of activities which are 
take before the customer acquired. This consolidation 
estimates give the guidance for what is achieved through 
virtualization and consolidation assessments.  This would 
gives simplified workflow for VCapacity planner which has 
a defined methodology to conduct more estimates.  The 
Consultants and professional service organizations are 
wanted to conduct a deep dive analysis for their 
customers which is known Capacity assessments. The 
capacity assessments are provide a detailed route for 
how its customers can achieve an optimized, virtualized 
data center.  VCloud Capacity assessments shows the 
implementation blueprint for the state of its data center. 
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